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Abstract - Function allocation needs to be dynamic 
and situation-adaptive to support humans appropriately. 
Machines have thus been given various types of 
intelligence. Smart machines can now sense and analyze 
situations, decide what must be done, and implement 
control actions. It is true, however, humans working with 
such smart machines often suffer negative consequences 
of automation, such as the out-of-the-loop performance 
problem, loss of situation awareness, complacency or 
over-trust, and automation-induced surprises. This paper 
discusses mismatches between humans and smart 
machines, and gives some viewpoints that are useful in 
designing sensible human-machine interactions. 
 
 
1. Introduction 
 
   Many systems in our society are semi-autonomous, 
where computers control the processes based on 
directives given by human operators. The configuration 
of such human-machine systems is called human 
supervisory control (Sheridan, 1992). Why are these 
systems semi-autonomous, rather than being fully 
automated? A most obvious reason is that we cannot 
foresee in the design phase all possible events that may 
happen during the expected lifetime of the systems. In 
early days of automation, designers tried to replace 
human operators by machines for higher efficiency or 
reliability. However, their attempt was not very 
successful (Bainbridge, 1983). Actually, human 
operators have to be on-site to perform tasks of 
“completing the system design,” adapting the system for 
situations that the designers did not anticipate 
(Rasmussen & Goodstein, 1985).  
   For semi-autonomous systems, it is important to 
determine what humans do and what machines do. The 
design decision of assigning functions to human and 
machine is called function allocation. The traditional 
ways of function allocation are classified into three 
categories (Rouse, 1991): (1) comparison allocation 
which compares relative capabilities of humans versus 
machines for each function, and allocates the function to 
the most capable agent, (2) leftover allocation which 
allocates to machines every function that can be 
automated, and (3) economic allocation that tries to find 

an allocation ensuring economical efficiency. The 
traditional strategies described above consider “who 
does what.” Such design decisions yield function 
allocations that are static: viz., once a function is 
allocated to an agent, the agent is responsible for the 
function at all times. 
   Though the static function allocations are easy to 
implement, human operators may not be very happy with 
them. The leftover and the economic allocation strategies 
do not reflect human characteristics, and treat the 
operators as if they were machine elements. The 
resulting function allocation can be elusive for the 
operators, and they may have to adapt to the machines 
unwillingly. The comparison allocation seems to be nicer 
for the humans than either the economic or leftover 
allocations. Even when the operators are allocated only 
functions in which humans surpass machines, the 
superiority may not hold at all times and on every 
occasion. Actually, humans may get tired after long 
hours of operations, or they may find it difficult to 
perform the functions under time pressure.   
   The above discussions imply that “who does what” 
design decisions are not sufficient, but “who does what 
and when” considerations are needed, which implies that 
function allocation must be dynamic. A scheme that 
modifies function allocation dynamically depending on 
situations is called an adaptive function allocation. 
Suppose that a human and a machine are to perform 
assigned functions for some period of time. The 
operating environment may change as time goes by, or 
performance of the human may degrade gradually as a 
result of psychological or physiological reasons. If the 
total performance or safety is to be strictly maintained, it 
may be wise to reallocate functions between the human 
and the machine. The adaptive function allocation 
assumes criteria to determine whether functions have to 
be reallocated, how, and when. The criteria reflect 
various factors, such as changes in the operating 
environment, loads or demands to operators, and 
performance of operators. The automation that operates 
under an adaptive function allocation is called adaptive 
automation (Inagaki, 2003a; Moray, Inagaki, & Itoh, 
2000; Parasuraman et al., 1992; Rouse, 1988; Scallen & 
Hancock, 2001; Scerbo, 1996).  
   Adaptive automation is expected to improve comfort 

 



 

and safety of human-machine systems. It is well-known, 
however, that humans working with highly autonomous 
systems often suffer negative consequences of 
automation, such as the out-of-the-loop performance 
problem, loss of situation awareness, automation 
surprises (see, e.g., Wickens, 1994; Endsley and Kiris, 
1995; Sarter and Woods, 1995a; Sarter, Woods, & 
Billings, 1997). Adaptive automation may not also be 
free from those negative consequences. Moreover, some 
types of adaptive automation may seem to violate the 
assumption of human-centered automation claiming that 
“the human must be maintained as the final authority 
over the automation” (Woods, 1989; Billings, 1997).    
   By taking some aircraft accidents as examples, this 
paper discusses mismatches between humans and smart 
machines. This paper also tries to give some viewpoints 
that are useful in designing sensible human-machine 
interactions. 
 
2. Human Supersirory Control 
 
   There are many modern technical systems that are 
controlled by machine intelligence (or computers) under 
human supervision. Nuclear power plants, glass-cockpit 
aircraft, and computerized manufacturing systems are 
typical examples of such systems. These systems are 
neatly represented by a human supervisory control 
model (Sheridan, 1992). The model distinguishes four 
units as depicted in Fig. 1: 1) human supervisor, 2) 
human-interactive computer, 3) task-interactive 
computers, and 4) technical process to be controlled.  
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Fig. 1. Human supervisory control 

 
   The human supervisor decides what to do and issues 
commands to a human-interactive computer (HIC) that 
has capability to communicate with the human 
supervisor. The HIC understands high-level language to 
interpret directives given by the human supervisor, 
provides him or her with system state information in an 
integrated form, and gives decision aids or alert 
messages when appropriate. Upon receiving a 
supervisor’s directive, the HIC issues necessary 
commands to at least one task-interactive computer 

(TIC). The TIC then performs feedback control by use of 
its actuators and sensors. 
   Five phases are distinguished for the human 
supervisory’s control effort (Sheridan, 1992): 1) 
Planning of what needs to be done over some period of 
time and matching these requirements with available 
resources, 2) teaching the computer what it needs to 
know to perform its assigned function for that time 
period, 3) monitoring the automatic action to check that 
everything is proceeding as planned, 4) intervening into 
the automatic action when necessary (such as, in case of 
an emergency situation or after the completion of a 
planned task), and finally, 5) learning from experience.    
 
3. Mismatches between Humans and 
  Smart Machines 
 
   It is recognized that smart machines for aviation 
automation has been contributing to workload reduction 
and aircraft safety improvement. Nevertheless, aircraft 
incidents and accidents still occur. Smart machines can 
sense, analyze situations, decide what must be done, and 
implement control actions in highly autonomous 
manners. It is not easy for humans to keep perfect 
awareness on mode and intention of smart machines, 
partly due to difficulty in constructing mental models for 
various context-specific functions of the automation. 
Smart machines thus sometimes contribute to incidents 
or accidents that were not possible in the old days. Let us 
see some of such examples. 
  
3.1 Mode confusion 
 
   Technical systems have been designed to eliminate 
chance of miscommunication between humans and 
machines as much as possible. A human operator is 
requested to push a specific button or write a specific 
program so that his or her directive may be sent precisely 
to machine intelligence. Such a design, however, may 
not always be perfect. The following is a case in which a 
very clear yet wrong directive was sent to the computer. 
  
   Example 1: An Airbus 320 aircraft crashed into 
mountainous terrain near Strasbourg in 1992. The pilot 
decided to make an automatic descent using a flight path 
angle of 3.3° downward, and he gave the computer an 
input by use of a selector knob on the Flight Control 
Unit. However, the computer thought that it was ordered 
to make a descent in the vertical speed mode at the rate 
of 3,300 feet per minute. The misunderstanding occurred 
because the pilot failed to choose the flight path angle 
mode correctly with a push button for switching between 
the two modes. Until the very last second, the flight crew 
did not notice at all that the aircraft was descending at 
much larger rate than they intended. See, e.g., (Billings, 

 



 

1997; Sparaco, 1994).   
 
3.2 Loss of situation awareness  
 
   The automation (TIC) is strong enough to counteract 
effects caused by an anomaly occurring in the aircraft. 
However, the automation is sometimes silent (Sarter & 
Woods, 1995b); it does not tell pilots explicitly how hard 
it is to control the aircraft. Automation with a poker face 
may cause pilots fail to recognize what is happening. An 
example may be found in the following in-flight upset 
incident. 
 
   Example 2:  A Boeing 747 aircraft dived 32,000 
feet near San Francisco in 1985. The rightmost (# 4) 
engine failed while flying at 41,000 feet on autopilot, 
and the aircraft began to suffer from an undesirable yaw 
movement. The autopilot attempted to compensate the 
yaw movement by lowering the left wing; the rudder 
could not be used at that time. Pilots were focusing their 
attentions on the airspeed that was becoming lower. 
After some unsuccessful trials to increase the airspeed, 
the captain finally decided to disconnect the autopilot so 
that he could fly the aircraft manually. Upon the 
autopilot disconnection, the aircraft rolled to the right, 
nosed over, and dived steeply until the captain regained 
control of the aircraft at 9,500 feet. For details, see, e.g., 
(Billings, 1997). 
 
3.3 Automation surprises 
 
   The automation (HIC) may “surprise” pilots by 
doing what the pilots did not order explicitly. Suppose a 
pilot directed the HIC to do task A. The HIC may think 
that task B must be done simultaneously, and may 
perform both tasks. The pilot would then be confused 
about the aircraft’s behavior. They may say, “what is the 
autopilot doing, and why is it doing that?”  
 
   Example 3: An Airbus 330 aircraft crashed at 
Toulouse in 1994. The accident occurred in a test flight 
for investigating performance of the autopilot during an 
engine-out go-around. The pilot commanded the 
autopilot on at 6 seconds after takeoff. The goal of the 
autopilot was to climb to the 2,000 feet altitude that had 
been already set. The autopilot calculated at which point 
it had to activate the altitude acquisition transition mode 
(ALTSTAR) to achieve a smooth level-off. The 
calculation was done while both engines (A330 is a 
two-engine aircraft) were operating perfectly and the 
aircraft was climbing very fast, at the vertical speed of 
6,000 feet/min. Eight seconds after takeoff, the left 
engine was reduced to idle, to simulate an engine failure. 
At the same time, the autopilot activated the ALTSTAR 
mode, but the pilots did not realize the mode change. 

Under the simulated engine failure condition, the aircraft 
could climb only at 2,000 feet/min. To achieve the 
already calculated climb rate (6,000 feet/min), the 
autopilot continued pitching the aircraft up. Although the 
pilots realized that something was wrong, they could not 
understand what the autopilot was doing, and why. Since 
there was no pitch limit in the ALTSTAR mode, the pitch 
angle reached 31.6 degrees. At that stage, the captain 
disconnected the autopilot. It was too late, however, to 
regain control of the aircraft. For details, see, e.g., 
(Dornheim, 1995). 
 
3.4 Conflicts of intention 
 
   The HIC has a two-way communication link with 
each TIC in the engineering human supervisory control 
model. Through a communication link, the HIC sends its 
directive to an appropriate TIC, and the TIC returns 
status information back to the HIC. It may be said that 
the TIC shares situation awareness with the HIC only 
within the context of the given directive. Note that each 
TIC may not have a whole picture of the overall system. 
The lack of a big picture may be responsible for the 
failure to resolve possible conflicts of intention between 
humans and automation.  
 
   Example 4: An Airbus 300-600R aircraft crashed at 
Nagoya in 1994. At some point during the final approach, 
the pilot gave unintentionally a Go-Around directive to 
the computer. The computer started its pitch-up 
maneuver. However, the pilot decided to descend for 
landing. The pilot knew that the autopilot was in the 
Go-Around mode, but he did not follow an appropriate 
procedure to cancel the mode. The goals of the pilot and 
the computer were thus quite conflicting. The computer 
was ordered by the pilot to go around, and it tried to 
achieve the go-around at any cost. To the computer, the 
pilot’s  input force to descend was a  disturbance that 
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Fig. 2. Control inputs may be disturbances under 
different goaks or intentions 

 

 



 

must be cancelled out by applying a stronger control to 
the stabilizer for ascending. From the viewpoint of the 
pilot, the aircraft did not descend smoothly, and he 
applied a stronger control input to the elevator (Fig. 2). 
The aircraft was subject to completely contradictory 
controls by the two agents with opposite intentions. It 
finally stalled and crashed; see, e.g., (Dornheim, 1995). 
 
4. Design of Artefacts to Assist Humans   
 
   Humans perceive the situation, decide what must be 
done, and implement a control action. In the design of 
artefacts to assist human operators, it is useful to 
distinguish the following four classes of functions: 1) 
Information acquisition, 2) Information analysis, 3) 
Decision and action selection, and 4) Action 
implementation.    

 
   Example 5: Traffic alert and collision avoidance 
system (TCAS) is a family of airborne devices designed 
to help pilots to avoid a mid-air collision (US Dept. of 
Transportation & FAA, 2000). Its functionalities are 
described as follows. 
  1) Information acquisition: TCAS sends interrogations 
at 1030 MHz that transponders on nearby aircraft 
respond to at 1090 MHz. By decoding the replies, the 
position and altitude of the nearby aircraft can be known.   
  2) Information analysis: Based on the range, altitude, 
and bearing of nearby aircraft, TCAS performs range 
and altitude tests to determine whether the aircraft is a 
threat or not. 
  3) Decision and action selection: When the nearby 
aircraft is declared a threat, TCAS selects an avoidance 
maneuver (to climb or descend) that will provide 
adequate vertical miss distance from the threat. If the 
threat aircraft is equipped with TCAS, the avoidance 
maneuver will be coordinated with the threat aircraft.    
  4) Action implementation: TCAS issues the resolution 
advisory to let the pilot know the appropriate avoidance 
maneuver. However, TCAS does not perform any 
avoidance maneuver itself. It is the human pilot who 
implements the avoidance maneuver. 
 
   In the above example, information acquisition and 
information analysis are highly automated. However, the 
decision and action selected by TCAS are “advices” to 
human pilots. In other words, a resolution advisory is not 
an order to be obeyed unconditionally. The pilot may 
disregard the advisory when he or she is sure that it is 
wrong. However, the TCAS issue is not so simple. 
Recall the mid air crash on July 1, 2002, in which two 
TCAS-equipped aircraft collided over south Germany 
(Ladkin, 2003; Learmount, 2002). When a conflict 
developed between two TCAS-equipped aircraft, the 
TCAS software determined which aircraft should climb 

and which should descend. One of the aircraft descended 
according to the TCAS resolution advisory. The other 
aircraft also descended, although its TCAS told the pilot 
to climb, which yielded the mid air collision. It would 
not be hard to imagine how risky it is to disregard a 
resolution advisory or to do the direct opposite to it, 
because resolution advisories are “harmonized” between 
the two aircraft. 
 
   Example 6: The enhanced ground proximity warning 
system (EGPWS) is designed to help pilots to avoid a 
ground collision (Bresley & Egilsrud, 1997). Its 
functionalities are described as follows. 
  1) Information acquisition: EGPWS collects air data, 
radio altitude, barometric altitude, and airplane position 
through some other systems, such as Flight Management 
System, GPS, the airplane air data system. 
  2) Information analysis: Receiving the above data, 
EGPWS determines potential terrain conflict by use of 
its self-contained worldwide airport and terrain databases. 
EGPWS displays the terrain in dotted patterns with 
colors indicating the height of the terrain relative to the 
current airplane altitude.  
  3) Decision and action selection: EGPWS 
continuously computes terrain clearance envelopes 
ahead of the airplane. If these envelopes conflict with 
data in the terrain database, EGPWS sets off alerts.     
  4) Action implementation: EGPWS issues a 
caution-level alert approximately 40 to 60 seconds 
before a potential terrain conflict, and sets off a 
warning-level alert approximately 20 to 30 seconds 
before a conflict. However, EGPWS does not perform 
any conflict avoidance maneuver itself.  
 
   Although information acquisition and information 
analysis are also highly automated, EGPWS is not given 
authority for automatic action implementation.  
   However, there are cases in which automatic action 
implementations may be essential, even in aviation, for 
ensuring systems safety. One such example can be seen 
in the automatic ground collision avoidance system 
(Auto-GCAS) for combat aircraft (Scott, 1999). When a 
collision against the terrain is anticipated, the computer 
gives a “pull-up” warning. If the pilot takes a collision 
avoidance maneuver aggressively, then the computer 
does not step in any further. If the pilot does not respond 
to the warning, the computer takes control back from the 
pilot and executes an automatic collision avoidance 
maneuver. In order to describe or consider such 
automatic action implementations in an emergency, we 
need the concept of trading of authority. 
 
5. Trading of Authority 
 
   Trading of authority refers to the human-computer 

 



 

collaboration in which either one of the human or the 
computer is responsible for a function, and an active 
agent changes alternately from time to time. Trading of 
authority is an essential notion in adaptive automation, 
because adaptive automation needs to modify function 
allocation between humans and machines dynamically in 
response to changes in situations, human workload, or 
performance.  
   A scheme to implement trading of control is called 
an automation invocation strategy. There are some types 
of automation invocation strategies (Inagaki, 2003a; 
Parasuraman, et al., 1992; Scerbo, 2001). Among them, 
the following two classes are important for 
transportation systems. 
   
   1) Critical-event strategies: Automation invocation 
strategies of this class change function allocations when 
specific events (called critical events) occur in the 
human-machine system. It is assumed that human 
workload may become unacceptably high when the 
critical events occur. If the critical events did not occur 
during the system operation, allocation of functions 
would not be altered. 
 
   2) Measurement-based strategies: Automation 
invocation strategies of this class adjust function 
allocation dynamically by evaluating 
moment-to-moment workload or total system 
performance. It is necessary to develop custom tailored 
algorithms if the system is to be compatible with 
individual operators. Individual differences in human 
operator capabilities will also influence the response to 
multiple task demands.  
 
6. Viewpoints for Sensible Human-Machine 
  Collaborations 
   
   Human-machine collaborations may be heavily 
dependent on the transportation modes. Some viewpoints 
may be necessary for identifying functionalities of 
operator assistance systems. Let us note here two of 
those viewpoints: 1) quality of human operators and 2) 
time-criticality (Inagaki, 2003b; 2005). 
   Quality of human operators varies depending on 
modes of transportation. For non-professional operators, 
such as private car drivers, it is not wise to assume that 
they have high level of knowledge and skills, or 
thorough and continual training, which implies that 
required driver assistance functionalities may be quite 
different from those for professional operators, such as 
airline pilots or train drivers. 
   Time-criticality also differs appreciably depending 
on transportation modes. Suppose a warning has been set 
off. If it was a resolution advisory of TCAS, the 
estimated time to closest point of approach must be 15 to 

35 seconds, and pilots are supposed to respond to the RA 
within 5 seconds. If it was a warning-level alert of 
EGPWS, it must have been issued 20 to 30 seconds 
before a potential terrain conflict. If it was a collision 
warning on the car, it may have been given just a few 
seconds prior to a possible collision. 
   Noting the above two points, let us discuss how we 
should design functionalities for assisting human 
operators appropriately and context-dependent manner. 
Discussions may be made on two aspects: Enhancement 
of situation awareness, and design of authority. 
 
6.1 Enhancement of situation awareness 
 
   Human interface design is a central issue for 
enhancing situation awareness, avoiding automation 
surprises, establishing appropriate trust in automation. 
The implemented human interface must enable the 
human to: 1) Recognize intention of the automation, 2) 
Understand why the automation thinks so, 3) Share the 
situation awareness with the automation, and 4) Show 
limits of functional abilities of the automation.  
   The enhancement of situation awareness matches 
well with the human-centered automation concept, in 
which human locus of control is claimed. However, 
enhancement of situation awareness does not always 
assure systems safety. Non-professional operators may 
not be able to cope with the given situation. Even 
professional operators, they may not respond to the 
situation appropriately. Thus, “design of authority” 
becomes an issue to be considered with a great care. 
 
6.2 Design of authority  
 
   Consider the following example in which the 
computer gave no active help to humans in an emergency, 
just because it was not asked explicitly by the humans to 
do so.  
 
  Example 7:  A controlled flight into terrain (CFIT) 
accident of a Boeing 757 aircraft occurred in 1995 near 
Cali, Colombia. The original plan of the southbound 
night flight to Cali was to fly to the point locating 8 
nautical miles south of the airport, and then make a 
U-turn for the northbound landing on Runway 1. The 
flight was far behind schedule. When the Cali approach 
controller offered a straight-in landing to Runway 19, the 
pilots accepted to make up for lost time. Since their 
altitude was too high for the new flight path, the pilots 
extended the speed brakes to expedite the descent. 
Meanwhile, the pilots became unaware where they were 
flying, because they supplied an inappropriate command 
to the flight management computer based on their 
misunderstanding of a clearance issued by the Cali 
approach controller. After a couple of unnecessary turns, 

 



 

   Inagaki (1999, 2003a, 2003b) argues that the final 
authority for decision and control may be traded flexibly 
and dynamically between humans and automation 
(which is called the situation-adaptive autonomy 
principle), when systems safety is a factor. His argument 
is based on a series of mathematical results showing that 
the LOA positioned at level 6 or higher may be 
necessary to attain safety of technical processes within 
the framework of a human supervisory control; see, 
(Inagaki & Johannsen, 1992). The results imply that the 
conventional human-centered automation principle is not 
always right from the viewpoint of systems safety.  

the aircraft flew into a mountainous area unintentionally. 
The aircraft was still descending. When the ground 
proximity warning system issued a “Pull Up” warning, 
the pilot responded to it aggressively by pulling up his 
control column and applying the maximum thrust. 
However, the pilot failed to stow the speed brakes, and 
the aircraft crashed into a mountain. Although the pilot 
was right in his immediate response to the warning, his 
situation awareness was imperfect in the sense he failed 
to notice that the speed brakes were in the wrong 
position; see, e.g., (Dornheim, 1996).  
 

    The CFIT accident could have been avoided if there 
had been an automatic mechanism to retract the speed 
brake if it had not yet been stowed when the maximum 
thrust was applied. It is almost impossible to imagine a 
situation where one would apply the speed brake and 
maximum thrust at the same time. When automation 
detects such a contradiction, it seems reasonable to 
allow the automation to adjust the configuration 
automatically so that the new configuration may fit well 
to the human’s latest intention. The human may not have 
enough time to do several things, including detecting and 
recovering their own errors.  

   Example 8. Suppose an engine fails while an aircraft 
is making its takeoff roll. The pilot must decide whether 
to continue the climb-out (Go) or to abort the takeoff 
(No Go). The standard decision rule upon an engine 
failure is stated as follows: (a) Reject the takeoff, if the 
aircraft speed is below V1, and (b) continue the takeoff, 
if V1 has already been achieved. The critical speed V1 is 
called the “takeoff decision speed” at which the pilot 
must apply the first retarding means in case of No Go. 
Inagaki (1997, 2000) proved that the Go/No Go decision 
should be neither fully automated nor left always to a 
human. More concretely, (a) the human pilot must be in 
authority when the aircraft speed is far below V1; (b) the 
computer must be in authority if the aircraft is almost at 
V1 and if there is a possibility that the human pilot may 
hesitate to make decisions when he or she fails to decide 
whether the engine is faulty or not; and (c) when the 
aircraft speed is between (a) and (b), the selection of the 
agent in charge depends on the situation. 

   The above discussions lead to the argument, “the 
automation may be given the right to take an automatic 
action for maintaining system safety, even when a 
directive may not have been given explicitly by the 
operator at that time, if the he or she approved 
beforehand such automatic life-saving actions in 
emergency. 
   One useful tool in discussing the authority issue is 
the concept of the level of automation (LOA). Table 1 
gives an expanded version in which a new LOA comes 
between levels 6 and 7 in the original list by Sheridan 
(1992). The added level, called the level 6.5, has been 
firstly introduced by the author (Inagaki, Itoh, & Moray, 
1997) to avoid automation surprises that may be induced 
by automatic actions, when the actions are indispensable 
to assure systems safety in emergencies.  

 
   Note that the Auto-GCAS is another example of the 
situation-adaptive autonomy in aviation.  
 
   Example 9. When a collision against the terrain is 
anticipated, the automatic ground collision avoidance 
system (Auto-GCAS) gives a “pull-up” warning. If the 
pilot takes a collision avoidance maneuver aggressively, 
then the Auto-GCAS does not step in any further (i.e., 
the LOA stays at level 4). If the pilot does not respond to 
the warning, the Auto-GCAS takes control back from the 
pilot and executes an automatic collision avoidance 
action, in which the LOA goes up to level 6 (Scott, 
1999).  

 
Table 1.  Scales of levels of automation 

----------------------------------------------------------------------------------- 
 1.  The computer offers no assistance; human must do it all.  
 2.  The computer offers a complete set of action alternatives, and  
 3.      narrows the selection down to a few, or 
 4.      suggests one, and  

  5.      executes that suggestion if the human approves, or 
 6.      allows the human a restricted time to veto before automatic    In Examples 8 and 9, critical-event strategies are 

adopted for automation invocation (or, trading of 
authority from human to automation). If it is possible to 
define a critical event and if technology is available to 
detect the event, adaptive automation can be constructed 
easily with the use of critical-event strategies.  

           execution, or 
 6.5     executes automatically upon telling the human what it is  
           going to do, or 
 7.      executes automatically, then necessarily informs humans,   
 8.      informs him after execution only if he asks,    
 9.      informs him after execution if it, the computer, decides to. 
10.  The computer decides everything and acts autonomously,              ignoring the human. 

 ----------------------------------------------------------------------------------- 

 



 

7. Concluding Remarks 
 
   Intelligent machines have contributed appreciably to  
human workload reduction, improvement of efficiency 
and assurrance of safety in various human-machine 
systems. However, advanced technologies have induced 
certain types of accidents or incidents that were not 
possible in the old days.   
   Adaptive function allocation (or, situation-adaptive 
autonomy) offers flexible design for human-computer 
interactions. This very flexibility, however, may bring 
inconveniences or undesired results when LOA for 
trading of authority was selected inappropriately. As a 
matter of fact, some LOAs for measurement-based 
automation invocation strategies can induce automation 
surprises; see, e.g., (Inagaki, 2005). Note also that an 
appropriate LOA can differ depending on transportation 
modes, and that there is no single adaptive automation 
that is effective to all the modes. For detailed analyses 
and discussions on the design of human interactions  
with adaptive cruise control  (ACC) systems or lane 
keeping support (LKS) systems for advanced 
automobiles, see, e.g., (Inagaki, 2003c; Inagaki 2005; 
Inagaki & Kunioka, 2002; Inagaki & Furukawa, 2004; 
Inagaki, Furukawa, & Itoh, 2005; Furukawa et al. 2003). 
For discussions on  intelligence for mutual 
understanding of the intent of agents (human supervisor, 
HIC, and TICs) in the human supervisory control 
framework, see, (Inagaki & Stahre, 2004).  
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